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Trong hoc may, téi wu héa la qué trinh quan trong dé dat duroc hiéu suét cao nhat cho cac mo
hinh. Hai cong cu then chét trong qué trinh nay la dao ham va vi phan, gidp tinh toan gradient va
diéu huéng téi wu. Bai bao nay tap trung vao vai trd cda dao ham va vi phan trong Gradient Descent
va Backpropagation — hai ki thuat quan trong trong téi tu héa hoc may.

Tir khoa: Pao ham, vi phan, gradient, téi tu, hoc may.

1. PAT VAN BE
1.1. Gi¢i thiéu

Hoc may dwa trén viéc huan luyén mé hinh
div lieu dé t&i thiéu ham that thoat (loss
function). Trong qué trinh nay, Gradient Descent
va Backpropagation déng vai trdo trung tam,
Gradient Descent dung gradient (dao ham cua
ham théat thoat theo tham sb) dé xac dinh hwéng
tdi wu, trong khi Backpropagation tinh gradient
qua cac l&p clia mang no — ron.

1.2. Pao ham va Vi phan

DPao ham: Puoc s dung dé xac dinh toéc do
thay déi tai mot diém. Trong tdi wu héa, dao
ham giup tinh hwéng di chuyén nhanh nhét
nhdm gidm ham that thoat.

Vi phan: Lién quan dén sy thay déi nhd
trong ham sb khi tham sé thay d6i nhd. Vi phan
hé trg trong viéc dinh d6 I&n cua thay dbi
gradient.

2. PHUONG PHAP NGHIEN CU’U
2.1. Pao ham
Pinh nghia:

DPao ham ctia mot ham sé f (X) tai mot diém
X, dwoc dinh nghia la téc d thay déi ctia ham
s6 d6 khi X thay ddi nhd quanh X,. N6 do lwdng
sy thay déi ngay lap tic (instantaneous rate of
change) clia ham sb tai diém dé:

Coéng thire:

vy 0+ AX)— (%)
f1(0) = fim 28220 (1

Ax—0

Trong thyc té, dao ham biéu thi do déc
(slope) cla tiép tuyén tai mot diém trén do thi
ctia ham sb.

Vai tro trong téi wu héa:

Trong hoc may, dao ham giup xac dinh
hwéng di chuyén nhanh nhat dé gidm gia tri cta
ham thét thoat (loss function). Cu thé la:

Néu dao ham dwong (f'(x)>0), diéu nay
cho thdy ham sb dang ting va ta can di chuyén
nguwoc lai chiéu clia dao ham dé gidm ham that
thoat.

Néu dao ham am (f'(x) <0), ta di chuyén
cung chiéu dao ham.

Vi du cu thé:

- Gid s f(X)=x?dao ham cla ham

nay la f’(x)=2x

- Tai x=2:f'(x)=4>0

tang).

- Tai x=-1:f'(xX)=—2<0 (ham dang

giam).
2.2. Vi phéan
Pinh nghia

(ham dang

Vi phan 1a sw thay déi nhd trong gia tri cua
ham sb khi dau vao thay déi moét lwong nhd.
Néu mot ham f(x)kha vi tai X, vi phan cla
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f(X) tai X, dwoc biéu dién bang:
df = f'(x,).dx 2
Trong do:
df :sw thay ddi nhd trong gia tri cta
ham sé.
dx :sw thay déi nhd trong gia tri dau
vao.
Vai tro trong t6i wu héa
Vi phan gidp cung cdp mét wéc lwong tuyén
tinh cho sy thay ddi clia ham sé khi tham sb
thay doi. N6 ho tro trong viéc dinh huwdng dé Ion
cla gradient, tirc 13 quyét dinh buéc nhay (step
size) trong cac thuat toan t6i wu hoa nhw
Gradient Descent.

Vi du cu thé
Voi f(X)=x" vadaoham f'(x)=2x:

Cho X=2 va dx=-0,1:

df = f'(2).dx=4.(-0,)=-0,4

Diéu nay cho thdy gia tri cia f(x)sé giam
khoang 0,4 néu X giam 0,1.

3. KET QUA VA THAO LUAN

3.1. Sw lién hé giira Dao ham va Vi phéan

a) Pao ham cung cap théng tin dinh

hwéng:

Pao ham cho biét ta nén tang hay gidm tham
sb dé& gidm gia tri ham that thoat trong téi wu
héa.

Vi du: Néu f’(x) >0, ham sb dang tang. Dé toi
wu héa (gidm ham that thoat), ta can di chuyén
nguoc lai chiéu cta dao ham

(x> x—n.f'(x)). ®3)

b) Vi phan dinh lwong mirc do thay dbi:
Dwa trén dao ham, vi phan giup wéc lvong gia
tri cu thé cha sy thay ddi trong ham sé, giup

diéu chinh bwédc nhdy (step size) trong céac
thuat toan tdi wu hoa nhw Gradient Descent.

3.2. 'ng dung trong hoc may
Trong ti wu héa hoc may:

e Pao ham duwoc s dung dé tinh
gradient, xac dinh hwéng di chuyén tbi

wu.
e Vi phan hd tro trong viéc kiém soat do
I&n bwdc nhay (step size), ddm bao cac
tham sbé thay d6i mot cach hiéu qua.
Vi du trong Gradient Descent:
Pao ham cung cép huéng di chuyén:

X =% —77-F'(%) (4)
Trong do: f'(x,) la gradient tai buwoc K.

Vi phén wéc lvong sw thay déi gia tri ham
thét thoat:
Af = f'(X,).Ax (5)

Diéu nay gitp kiém soat sy thay d6i nhd
trong cac lan cap nhat, ddm bao viéc hoi tu 6n
dinh. Pao ham xac dinh hwéng va téc do thay
ddi, cung cép théng tin quan trong dé tim ra
hwéng tdi wu. Vi phan dinh lwong mc do thay
ddi, hé tro trong viéc diéu chinh buwéc nhay phu
hop. Sw két hop ctia dao ham va vi phan 1a nén
tang cho céac thuat toan tdi wu héa nhw Gradient
Descent va Backpropagation, gép phan téi wu
héa hiéu qua mé hinh hoc may.

3.3. Gradient Descent: T6i wu héa dwa trén
dao ham

Gradient Descent |a mét thuat toan téi wu hoa
co ban va hiéu qua, dwoc st dung rong rai dé
tim gia tri cuwc tiéu cia mot ham that thoat. Thuat
toan dwa vao dao ham dé xac dinh huwéng di
chuyén trong khéng gian tham sé nhdm gidm
gia tri ham that thoat nhanh nhat. Cac bién thé
phd bién bao gébm: [1-2]
Gradient Descent toan bo (Batch Gradient
Descent): st dung toan bé di liéu.
Mini-batch Gradient Descent: str dung tap con
cla dir liéu.
Stochastic Gradient Descent (SGD): cap nhat
tham sb sau méi di liéu.
Gradient Descent khai thac quy tac chudi (dao
ham vi phan cta ham hop) dé tinh gradient
trong cac ham that thoat phirc tap.
Céch hoat dong cua Gradient Descent

Gradient Descent dwa trén y twdng di
chuyén tham sé theo hwéng ngwoc lai véi gra-
dient cia ham maét, vi gradient chi ra hwéng
tang dan I&n nhat ctia ham mét. Cong thirc cap
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nhat tham sé @ trong Gradient Descent la:
6.=6-1V,L(6) 2 ®)

Trong do:
6, . gia tri tham sb tai buwoc t.
n. tbc d6 hoc (learning rate), xac dinh
bwéc nhay trong mbi lan cap nhat.
V,L(6,): gradient cia ham théat thoat L tai
6,.

Cac bién thé phd bién cuia Gradient Descent

a) Gradient Descent toan bd (Batch Gra-
dient Descent)
Pic diém: Sk dung toan bd dir liéu huén luyén
dé tinh gradient trong méi 1an cap nhat. Céng
thiee:

VLO-TIVLE 0

Trong d6: N la sé lwong mau trong tap dir
lieu, L (@) 1a ham méat ctia mau .
Uu diém: Gradient dwoc tinh chinh xac, do do
hwéng di chuyén 14 tdi wu nhét.
Nhwoc diém: Cham néu tap di¥ liéu qua I&n, vi
moi lan cap nhat doi hdi quét qua toan bd dir
lieu.

b) Mini —batch Gradient Descent
Dic diém: S dung mét tap con nhd (mini —
batch) gom M mau dir liéu dé tinh gradient
trong méi Ian cap nhat. Cong thuc:

1 m
Vel—(‘g) =EZV9LJ- (9) (8)
j=1

Uu diém:
- Can béang gitra hiéu suat tinh toan
va s chinh xac cua gradient.
- Tang tdc dd hoc va tan dung song
song phan cirng.
Nhwoc diém: Huwdng di chuyén co thé bi nhidu
nhe do gradient dwgc wéc tinh tir tap con dir
liu.

c) Stochastic Gradient Descent (SGD)
Dic diém: Cap nhat tham sb sau méi dir liéu,
thay vi s dung toan bd di¥ liéu hoac mini —

batch. Céng thic:
VQL(H):VGLi(H), 9)
iefl,2,...., N}
Uu diém:
- Cap nhat nhanh, phu hop cho cac
tap dir liéu Ion.
- Tranh roi vao cuc tiéu cuc bd nhe
tinh ngéu nhién trong viéc chon

mau.
Nhwoc diém:
- Gradient dao ddng manh, lam cham
qua trinh hoi tu.
- Doi hdi cac ky thuat nhw giam téc
dd hoc (learning rate decay) dé dam
bao hoi tu.
Gradient Descent va Quy tac chubi

Gradient Descent ap dung quy tdc chudi
(chain rule) dé tinh gradient hiéu qua trong cac
ham that thoat phirc tap, dac biét trong mang
no-ron. Quy tdc chudi cho phép tinh toan
gradient clGia cac tham sb & tirng I&p théng qua
viéc lan truyén gradient tr dau ra ngwoc vé dau
vao.

Vi du: V&i mét mang no-ron nhiéu I&p, ham
that thoat L |a ham ctia dau ra y, va dau ra phu
thudc vao cac tham sb ctia mang:

L=1(9(n(x6):6,):6)

Gradient ctia L theo 6, co thé dwoc tinh

(10)

bang quy tac chudi:

oL Ly o
06, oy oz 06
Twong ty, gradient ctia Ltheo 6, va 6;:
L Ly g,
06, oy oz 00,
AL Ly
00, oy o1 06,

Gradient Descent la mot cong cu manh mé
trong toi wu hda, véi cac bién thé phu hop cho
cac bai toan va quy mé di¥ liéu khac nhau. Quy
tac chudi |4 nén tang dé tinh gradient trong céac
ham phtc tap, giup thuat toan hoat déng hiéu
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qua trén cac mo hinh hoc sau.
3.4. Backpropagation: Lan truyén gradient
qua cac lép

Backpropagation déng vai tro trung tam
trong huan luyén mang no-ron. Quy tac chubi
dwoc st dung dé lan truyén gradient qua cac
|6p, tinh gradient t 1&p sau ngwoc vé 16p
trwgc. Cach tinh toan hiéu qua nay giup giam
thiéu khdi lwong tinh todn so véi tinh tirng gra-
dient riéng 18, dam bao viéc cap nhat tham sb
dién ra chinh xac va hiéu qua [3].
Cach hoat dong cuiia Backpropagation

Mang no-ron bao gém nhiéu I&p, méi I&p
thwe hién mot phép bién ddi tuyén tinh va phi
tuyén tinh. D& huan luyén mang, muc tiéu 13 tbi
thiéu hoa mot ham that thoat L, thwdng phu
thudc vao dau ra y dy doan ctia mang va nhan

thyc té Y, - Backpropagation tinh gradient cia
L v&i cac tham sé @ trong mang théng qua 3
bwéc chinh:
Lan truyén xudi (Forward Propagation)

Pau vao X duwoc truyén qua ting lop dé
tinh daura y.

Vi du: V&i mang gébm 3 16p, cac phép toan
nhw sau:

Z :W1X+blv a = f (21) (14)
z,=Woa, +b,,  a,=1(z) (15)
z,=Wa, +b;, y="1(z) (16
Trong doé:
- W,b.: trong sb va dd léch (bias)
cualop I.
- f(z): ham kich hoat (RelLU,

sigmoid, softmax, v.v.).
- Y: daura cla mang.

Lan truyén ngwoc (Backward Propagation)

Dwa vao ham mat mat L, tinh gradient cla
L v6i cac tham sb ciia mang.

Gradient ciia ham mét mat tai 1&p cubi cung
la:

oL

5(3) =

o (17)

Sau d6 lan truyén gradient ngwoc qua cac
|&p bang quy tac chubi:

5P =5OW .F'(z,)
5O =5PW] . f'(z,)

Cap nhat tham sb:

(18)

(19)

Gradient cta cac tham s6 W, va b dwoc
tinh dwa trén:

oL

W a6, (20)
2—:; =50 (21)

Cap nhat tham s6
Sau khi tinh gradient, tham sb Wi va b, duoc

cap nhat dwa trén Gradient Descent:

oL
W, =W, —n.—, 22
i =W, n&V\/i (22)
oL
b =b-n— 23
. '"ab, (23)

Trong d6: 77 1a téc dd hoc.

Loi ich caa Backpropagation

Tinh toan hiéu qua

Backpropagation st dung quy tac chudi (chain
rule) trong toan hoc dé tinh toan gradient cla
ham mét mat theo tat ca cac tham sb clia mang
no-ron. Diéu nay giup:

Tiét kiém thi gian va tai nguyén: Thay vi tinh
toan gradient riéng 1& cho tirng tham sb, Back-
propagation tinh toan b6 gradient chi trong mét
lan lan truyén ngwoc qua mang.

Tinh toan nhanh: V&i d phirc tap O(n), thuat
toan cé thé huén luyén cac mang no-ron I&n voi
hang trdm triéu tham s6 mot cach hiéu qua.
Trong mét mang no-ron véi nhiéu I&6p, Back-
propagation gidp lan truyén 16i tlr I&p dau ra vé
|&p dau vao chi trong mét Ian, thay vi tinh toan
lai tirng 16°p.

- ng dung rong rai

Backpropagation |4 phwong phap nén tang
trong huén luyén mang no-ron, duwoc st dung
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Nhan dang hinh anh (Image Recognition):
Cac mang no-ron nhu CNN (Convolutional Neu-
ral Networks) dwa vao Backpropagation dé& hoc
cac dac trung phire tap tlr hinh anh.
X ly ngén ngir tw nhién (Natural Language
Processing): Cac md hinh nhw RNN, LSTM, va
Transformer st dung Backpropagation dé téi wu
héa tham sb trong viéc dw doan chudi hodc xw
ly van ban.
Hoc tang cwong (Reinforcement Learning):
Backpropagation hd tro huan luyén cac mé hinh
hoc tang cwdng sau (Deep Reinforcement
Learning) dé giai quyét cac bai toan nhw trd choi
hodc diéu khién robot.
3.5. Vi du thuwec té
a) Gradient Descent

Trong héi quy tuyén tinh: Tim dwdng théng toi
wu dé dy doan gia tri Y dwa trén dau vao X. Mo
hinh hdi quy tuyén tinh c6 dang:

Yoreg =W.X+D (24)

Ham thét thoat st dung:

13 2
MSE = ﬁ Z( ypred - ytrue) (25)
i1
Vidu: D& ligu X=[12,3], Yy =[2,4.,6]

Trong sb khéi tao: W=0.5,b=0.5

Hoc suét: 7=0.1

Qua trinh cap nhat tham sé:

Gradient Descent cap nhat W va b dwa trén
gradient:

OMSE 23

W = ﬁ < (ypred ~ Yirve )'Xi (26)
OMSE 2
W = ﬁ < (ypred - ytrue) (27)

Budrc 1. Tinh toan gradient tai w=0.5,b=0.5
Y pred =[l,1.5, 2]
Sai $8: Yyreq — Yo = [~1 2.5, 4]

Gradient:

OMSE
ow

n

= g Z( ypred = Yire )XI

Nz

=§(—1~1—2.5-2—4-3)

=-12
OMSE _ 23
ob N4

(ypred - ytrue) = %(—1— 25—4) =5

Bwéc 2. Cap nhatvao W va b

OMSE

W=W-7 2= =05-01(-12) =17

OMSE

b=b—7 ~0.5-0.1.(-5) =1

Lap lai qua trinh nay cho dén khi sy thay déi cac
gia tri clla w va b gilra cac buwéc I&p tré nén rat
nhd hodc ham that thoat gidm dén muirc du thap.
b) Backpropagation: la ky thuat chinh dé
huén luyén mang no-ron sau trong nhiéu
[inh vrc:
Bai toan: Huan luyén mét mang no-ron don
gian v&i mot dau vao X, mét 16p an cé 2 no -
ron va mot I&p dau ra. Ham théat thoat 1a ham 16i
binh phwong trung binh (MSE).

Cau tric mang:
e Piuvao: X =[1;2]

e Lopan:

0,3 0,4
dolechla b =[01 0,2]
- Ham kich hoat: ReLU.
e L&pdaura
- Trong s6 W, =[0,5 0, 6], do
lach b, =0,3.
- Ham kich hoat: Linear.
e Nhan thyc té: Y, =1.
(1) Lan truyén xudi:
e Tinh toan tai l&p an:

01 0,2
- Trong sb la W, 2{ }
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, Woxsh 01 0,2][1 . 01] [06
e 10,3 0,4]12] |02| |13
a,=RelLU(z)= B?ﬂ

e Tinh toan tai I&p dau ra:

z,=W,.a, +b, =[0,5 06][2

6}+0,3:1,38
3

y=2,=138
Lan truyén ngwoc:

e Tinh gradient tai I&p dau ra:
STL = 2.(y— Yy, )=2.(L38-1)=0,76
2

4. KET LUAN VA KIEN NGHI
4.1. Két luan

Bai bao da lam sang té vai trd quan trong
ctia dao ham va vi phan trong tdi wu héa hoc
may, dac biét trong cac thuat toan Gradient
Descent va Backpropagation. Cac khai niém nay
khéng chi la nén tang dé xac dinh hwéng va
murc d6 thay ddi trong qua trinh huén luyén mé
hinh, ma con gitp ddm bao qué trinh hoi tu dién
ra hiéu qua va 6n dinh. Bang cach két hop gitra
ly thuyét toan hoc va &ng dung thuc tién, bai
bao da cung cAp mot cai nhin sau sac vé cach
tdi wu hoa c6 thé dwoc cai thién thong qua viéc
st dung hiéu qua cac cong cu toan hoc.
Qua cac vi du cu thé, tlr Gradient Descent co
ban dén (rng dung Backpropagation trong mang
no-ron sau, bai bao khang dinh rang viéc hiéu ré
va ap dung dung cac nguyén ly dao ham va vi
phan 1a yéu t6 cbt I8i trong viéc phat trién cac
mo& hinh hoc may hién dai.

e Gradient tai l6p an:
oL oL .,
y (z)

50 =Z—w =
Z, oz,

voi f'(z;)=[11] (ReLU chi dao ham bang 1

néu z>0):

s® =[0,5 0,6] .0,76.[1 1]=[0,38 0,456]

(2) Cap nhat tham sé:

Cap nhat W, :

oL oL

_— — = 0,6 1,3.0,76
oW, % 0z, [ ]

Twong tu tinh cho b, W,.
4.2. Kién nghi

Tich hop gido duc: D& xuét dwa cac khai
niém toan hoc nén tdng nhw dao ham, vi phan
va quy tic chubi vao chwong trinh gidng day
hoc may & cac cap d6 khac nhau dé nang cao
nhan th&c va khd nang &ng dung clia ngudi
hoc.

Ung dung thuc tién: Thac day viéc ap dung cac
thuat toan téi wu héa vao cac linh vwe cu thé
nhw thi giac may tinh, xt ly ngén ngi tw nhién
va hoc tdng cwong dé giadi quyét cac van dé
thyc té.
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