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TÓM TẮT 
Quản lý đất đai tại Việt Nam đòi hỏi độ chính xác và hiệu quả cao trong xử lý hồ sơ, đặc biệt với 

sổ đỏ (Giấy chứng nhận quyền sử dụng đất, quyền sở hữu nhà ở và tài sản khác gắn liền với đất). 
Công nghệ nhận dạng Ký tự Quang học (OCR) truyền thống gặp nhiều hạn chế, như chi phí gán 
nhãn thủ công và tính linh hoạt thấp. Mô hình Ngôn ngữ-Thị giác (VLM) nổi lên như một giải pháp 
mới, hứa hẹn giảm công sức gán nhãn và tăng khả năng hiểu ngữ cảnh. Bài báo này  khám phá tiềm 
năng của VLM trong nhận diện thông tin sổ đỏ, so sánh ưu nhược điểm với OCR, và đề xuất định 
hướng phát triển. Kết quả thực nghiệm ban đầu cho thấy VLM giảm 70% thời gian gán nhãn, nhưng 
độ chính xác chỉ đạt 88% so với 95% của OCR trên văn bản in rõ. Các kiến nghị tập trung vào tinh 
chỉnh mô hình, xây dựng giải pháp lai, và triển khai thí điểm tại Việt Nam. 

Từ khóa: Mô hình Ngôn ngữ thị giác, VLM, nhận dạng Ký tự quang học, OCR, sổ đỏ, quản lý đất 
đai, trí tuệ nhân tạo. 

1. ĐẶT VẤN ĐỀ 

Chuyển đổi số trong quản lý đất đai là một 
ưu tiên chiến lược tại Việt Nam, nhằm nâng cao 
hiệu quả, minh bạch, và giảm thiểu sai sót trong 
xử lý hồ sơ [1]. Giấy chứng nhận quyền sử dụng 
đất hay còn gọi là “Sổ đỏ” là tài liệu pháp lý 
quan trọng ghi nhận quyền sử dụng đất và tài 
sản gắn liền, chứa nhiều trường thông tin phức 
tạp như tên chủ sở hữu, số thửa đất, diện tích, 
địa chỉ, mục đích sử dụng, và thời hạn sử dụng. 
Với hàng triệu sổ đỏ cần xử lý, việc trích xuất 
thông tin chính xác và nhanh chóng là một thách 
thức lớn. Theo thống kê từ Bộ Tài nguyên và 
Môi trường (2024), Việt Nam hiện có hơn 20 
triệu sổ đỏ, với 60% trong số đó cần số hóa để 
tích hợp vào hệ thống quản lý đất đai quốc gia. 

Công nghệ Nhận dạng ký tự quang học 
(OCR) truyền thống đã được áp dụng rộng rãi 
để tự động hóa quá trình trích xuất thông tin từ 
sổ đỏ. Tuy nhiên, OCR gặp nhiều hạn chế, như  
sự phụ thuộc vào gán nhãn thủ công, khó xử lý 
chữ viết tay, và khả năng thích ứng thấp với các 
biến thể của sổ đỏ (ví dụ: sổ đỏ từ các thời kỳ 
khác nhau với bố cục và font chữ khác nhau). 
Chi phí gán nhãn thủ công chiếm 70% tổng thời 

gian triển khai OCR trong các dự án số hóa đất 
đai tại Việt Nam. 

Sự phát triển của Mô hình Ngôn ngữ-Thị 
giác (VLM) mở ra một hướng tiếp cận mới. 
VLM, được huấn luyện trên dữ liệu đa phương 
thức (hình ảnh và văn bản), có khả năng hiểu 
ngữ cảnh và trích xuất thông tin thông minh dựa 
trên các câu lệnh ngôn ngữ tự nhiên [2].  Một 
mô hình VLM có thể trích xuất thông tin từ sổ đỏ 
mà không cần gán nhãn phức tạp, chỉ dựa trên 
các định nghĩa trường thông tin đơn giản. Ví dụ, 
phần mềm nhận diện chính xác các trường như 
tên chủ sở hữu và diện tích từ hình ảnh sổ đỏ 
chỉ với câu lệnh: "Trích xuất tên chủ sở hữu và 
diện tích." 

Bài báo này phân tích tiềm năng và thách 
thức của VLM trong nhận diện thông tin sổ đỏ, 
dựa trên các mô hình đã có và các nghiên cứu 
liên quan. Chúng tôi sẽ đánh giá ưu nhược điểm 
của VLM so với OCR, trình bày kết quả thực 
nghiệm ban đầu, và đề xuất định hướng phát 
triển nhằm ứng dụng hiệu quả công nghệ này 
trong quản lý đất đai thông minh  tại Việt Nam. 

2. BÀI TOÁN NHẬN DIỆN SỔ ĐỎ 
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2.1.Quy trình nhận diện sổ đỏ truyền thống 
với OCR và hạn chế: 

 
Hình 1- Quy trình nhận diện sổ đỏ bằng OCR 

Quy trình OCR truyền thống bao gồm các 
bước sau (hình 1): 

1. Tiền xử lý ảnh: Cải thiện chất lượng ảnh 
(khử nhiễu, tăng độ tương phản, xoay thẳng). Ví 
dụ, một hình ảnh sổ đỏ bị nghiêng 10 độ cần 
được xoay thẳng để OCR nhận diện chính xác. 

2. Phân vùng bố cục: Xác định các vùng 
chứa văn bản, bảng biểu, hình ảnh. Trên sổ đỏ, 
các vùng như "Tên chủ sở hữu" và "Diện tích" 
cần được khoanh vùng riêng. 

3. Gán nhãn và cắt vùng: Xác định thủ công 
vị trí các trường thông tin (như tên chủ sở hữu, 
diện tích), mất 70% thời gian triển khai. Ví dụ, 
để gán nhãn 1.000 sổ đỏ, một nhân viên cần 
500 giờ làm việc (khoảng 3 tháng). 

4. Nhận dạng ký tự: Sử dụng thuật toán OCR 
(như Tesseract) để chuyển đổi hình ảnh thành 
văn bản. Tesseract đạt độ chính xác 95% trên 
văn bản in rõ, nhưng chỉ 80% trên chữ viết tay. 

5. Hậu xử lý: Sửa lỗi nhận dạng và định dạng 
dữ liệu. Ví dụ, nếu OCR nhận diện "Nguyễn Văn 
A" thành "Nguyễ Văn A", cần sửa thủ công. 

Hạn chế chính của OCR bao gồm một số đặc 
điểm sau: 

- Phụ thuộc vào gán nhãn thủ công, không 
linh hoạt với các biến thể của sổ đỏ (ví dụ: sổ đỏ 
từ năm 1993 có bố cục khác sổ đỏ 2020). 

- Khó xử lý chữ viết tay và dấu mờ, với tỷ lệ 
lỗi 10-15%. 

- Chi phí cao: Một dự án số hóa 1 triệu sổ đỏ 
tại Việt Nam mất 500-700 tỷ VNĐ, trong đó 60% 
là chi phí gán nhãn. 

2.2. Ứng dụng VLM để nhận diện sổ đỏ 

 Chuẩn bị: Sử dụng mô hình VLM  tiền huấn 
luyện (CLIP) và một template định nghĩa các 
trường thông tin (tên, số thửa, diện tích, địa chỉ): 

Ví dụ, một template JSON có thể định nghĩa 
các trường như: 

```json 

{ 

  "fields": [ 

    {"name": "Tên chủ sở hữu", "type": "text"}, 

    {"name": "Số thửa đất", "type": "number"}, 

    {"name": "Diện tích", "type": "number"} 

  ] 

} 

``` 

Quy trình nhận dạng sổ đỏ bằng VLM bao 
gồm các bước sau (hình 2): 

1. Tiền xử lý ảnh: Căn chỉnh, làm nét, tăng 
độ tương phản, khử nhiễu (giống như OCR 
truyền thống). 

2. Trích xuất đặc trưng không gian + ngôn 
ngữ: Mô hình VLM kết hợp cả hình ảnh (bố cục 
văn bản, vị trí) và ngôn ngữ (nội dung văn bản). 
Không cần gán nhãn thủ công từng trường vì 
mô hình học từ ngữ cảnh và bố cục. 

3. Dự đoán thông tin cần trích xuất (IE - 
Information Extraction): Dự đoán trực tiếp các 
trường như tên chủ sở hữu, số tờ, số thửa, diện 
tích...Hoạt động như một hệ thống Question-
Answering với văn bản dưới dạng ảnh. 

4. Hậu xử lý: Kiểm tra logic của các thông 
tin vừa trích xuất (ví dụ: diện tích phải là  con số 
> 0), chuẩn hóa tên địa danh, ngày tháng...Có 
thể kết hợp với từ điển dữ liệu hành chính để 
chuẩn hoá các thông tin. 
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5. Đưa ra kết quả định dạng chuẩn 
JSON/Excel/SQL: Phục vụ cho tra cứu, lưu trữ, 
hoặc tích hợp vào hệ thống địa chính. Thông tin 
có thể là định dạng JSON như sau: 
   ```json 

   { "Tên chủ sở hữu": "Nguyễn Văn A"}, 

   {"Số thửa đất": "123"}, 

    {“Diện tích: 100m2} 

 } 

‘’’ 

 

Hình 2- Quy trình nhận dạng sổ đỏ bằng VLM 

Quy trình này giảm đáng kể công sức gán 
nhãn, chỉ cần định nghĩa trường thông tin một 
lần qua template. 

3. KẾT QUẢ VÀ THẢO LUẬN 

3.1. Thực nghiệm 

Chúng tôi tạo bộ mẫu gồm 50 sổ đỏ và thử 
nghiệm với một số mô hình tiến tiến có trả phí 
như GPT-4o, Claude 3.5,  Gemini Flash 2.0  và 
một số mã nguồn mở như  Florence-2, LlaVA, 
Idefics3-8B để có đối sánh. Kết quả về tốc độ 
nhận dạng cũng như độ chính xác của các mô 
hình được trình bày trong trong bảng 1. 

Kết quả: các VLM có trả phí đạt độ chính xác 
trên 88% trong hầu hết các mẫu và các trường 

thông tin chính, nhưng gặp lỗi với chữ viết tay 
(tỷ lệ lỗi 20%). Ví dụ, VLM nhận diện đúng 
"Nguyễn Văn A" trong 45/50 mẫu, nhưng nhầm 
"300m²" thành "500m²" trong 3 mẫu do ảo giác. 
Gemini có xu hướng sai nhiều hơn trên các 
trường số (như số thửa đất), với tỷ lệ lỗi 25%. 
Các mô hình VLM mã nguồn mở nhìn chung có 
độ chính xác và tốc độ nhận dạng thấp hơn hẳn. 
Cần có các tinh chỉnh để tăng hiệu suất. 

Hình 3- Tốc độ nhận dạng và độ chính xác 
các mô hình VLM 

3.2. Thảo luận 

VLM là công cụ mạnh mẽ để nhận dạng sổ 
đỏ và hỗ trợ quản lý đất đai. GPT-4o ,  Gemini  
phù hợp nếu cần hiệu suất cao nhưng chi phí 
cao.  LLaVA và Florence-2  là lựa chọn tốt cho 
nghiên cứu với chi phí thấp (hình 3). Chúng ta 
có thể giảm chi phí vận hành đáng kể mà vẫn 
đảm bảo hiệu quả bằng cách tập  trung vào tinh 
chỉnh mô hình với dữ liệu tiếng Việt, tối ưu hóa 
tính toán[3][4]. 

Ưu điểm của VLM: 

  - Giảm 70% thời gian gán nhãn. Ví dụ, nếu 
OCR cần 500 giờ để gán nhãn 1.000 sổ đỏ, 
VLM chỉ cần 150 giờ. 

  - Linh hoạt với các biến thể của sổ đỏ, đạt 
độ chính xác 90% trên các mẫu từ năm 1993-
2020. 

  - Hiểu ngữ cảnh: Phân biệt các trường 
tương tự (ví dụ: "diện tích đất" và "diện tích 
nhà"). 

Nhược điểm của VLM: 
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  - Độ chính xác thấp hơn OCR trên văn bản 
in rõ (87% so với 95%) [14]. 

  - Chi phí vận hành cao hơn 30% so với 
OCR. Ví dụ, xử lý 1 triệu sổ đỏ bằng VLM tốn 
13.000 USD, trong khi OCR chỉ tốn 10.000 USD. 

  - Rủi ro ảo giác: 5% trường hợp trả về 
thông tin sai (ví dụ: số thửa đất sai). 

Bảng 1. . So sánh các mô hình VLM trong nhận dạng sổ đỏ 

Mô hình 

Tốc độ 
nhận dạng 

(giây/tài 
liệu) 

Đô 
chính 
xác 
(%) 

Chi phí vận hành Khả năng tuỷ chỉnh 

GPT-4o 2.51 94.8 
Cao (API, yêu cầu 
GPU mạnh như 
A100) 

Hạn chế (không mã nguồn mở, 
tinh chỉnh qua API tốn kém) 

Claude 3.5 4.01 88.2 
Cao (chỉ dùng qua 
API) 

Hạn chế (không mã nguồn mở, 
tinh chỉnh khó) 

Florence-2 3.56 85.1 
Thấp (mã nguồn mở, 
triển khai cục bộ) 

Cao (mã nguồn mở, dễ tinh 
chỉnh với dữ liệu sổ đỏ) 

LLaVA 3.78 83.7 
Thấp (mã nguồn mở, 
triển khai cục bộ) 

Cao (mã nguồn mở, dễ tinh 
chỉnh với dữ liệu đặc thù) 

Idefics3-8B 3.61 84.2 
Thấp (mã nguồn mở, 
triển khai cục bộ) 

Cao (mã nguồn mở, linh hoạt 
trong tinh chỉnh) 

Gemini 2.78 90.7 
Cao (chỉ dùng qua 
API) 

Hạn chế (không mã nguồn mở, 
tinh chỉnh qua công cụ Google) 

4. KẾT LUẬN VÀ KIẾN NGHỊ  

VLM mang lại tiềm năng lớn trong nhận diện 
thông tin sổ đỏ, đặc biệt trong việc giảm công 
sức gán nhãn và tăng tính linh hoạt. Tuy nhiên, 
độ chính xác, chi phí, và hiện tượng ảo giác 
khiến VLM chưa thể thay thế hoàn toàn OCR. 
Thử nghiệm cho thấy VLM đạt hiệu quả ban 
đầu, nhưng cần cải thiện để đáp ứng yêu cầu 
pháp lý cao của quản lý đất đai. Cụ thể, VLM 
phù hợp cho các ứng dụng cần tính linh hoạt 
cao (như xử lý các mẫu sổ đỏ đa dạng), trong 
khi OCR vẫn là lựa chọn tối ưu cho các tài liệu 
chuẩn hóa với yêu cầu độ chính xác cao.  

Một số đề xuất để có thể áp dụng VLM có 
hiệu quả: 

1.  Nghiên cứu chuyên sâu:- Tinh chỉnh VLM với 
bộ dữ liệu 10.000 sổ đỏ Việt Nam, đạt độ chính 
xác cao hơn 95% . Nghiên cứu các kiến trúc 
VLM nhẹ (lightweight models) để giảm chi phí 
vận hành. Nếu ngân sách hạn chế  thi nên sử 
dụng LLaVA hoặc Florence-2 vì chúng là mã 
nguồn mở, có thể triển khai cục bộ, và chi phí 
thấp hơn. LLaVA là lựa chọn tốt nhất cho các 
dự án nghiên cứu do tính linh hoạt và cộng đồng 
hỗ trợ mạnh mẽ. 

2.  Giải pháp lai : Kết hợp VLM (phân vùng) và 
OCR (nhận dạng) để tối ưu hóa hiệu suất. Ví dụ, 
VLM xác định vị trí "Tên chủ sở hữu", sau đó 
OCR nhận diện văn bản tại vị trí đó. 
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