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TOM TAT

Quaén ly dét dai tai Viét Nam doi héi d6 chinh xéc va hiéu qué cao trong xt ly hd so, déc biét véi
s6 dé (Gidy chirng nhan quyén st dung dat, quyén sé hitu nha & va tai sén khac gan lién véi dét).
Céng nghé nhén dang Ky tw Quang hoc (OCR) truyén théng gdp nhiéu han ché, nhw chi phi gén
nhén tha céng va tinh linh hoat thdp. M6 hinh Ngén ngi-Thi giéc (VLM) néi Ién nhw mét gidi phép
m&i, hiva hen gidm céng strc gan nhén va tdng kha néng hiéu ngir canh. Bai bao nay kham phé tiém
ndng ctia VLM trong nhén dién théng tin sé dé, so sénh wu nhuoc diém véi OCR, va dé xuét dinh
huéng phat trién. Két qua thue nghiém ban dau cho thdy VLM gidm 70% thoi gian gan nhén, nhung
do chinh xéc chi dat 88% so véi 95% ctia OCR trén van bén in rd. Céc kién nghj tap trung vao tinh

chinh mé hinh, xay dung giai phép lai, va trién khai thi diém tai Viét Nam.

T khéa: M6 hinh Ngén ngi¥ thi gidce, VLM, nhan dang Ky tw quang hoc, OCR, s dd, quan ly dat

dai, tri tué nhén tao.

1. DAT VAN BE

Chuyén dbi sé trong quan ly dat dai la mot
wu tién chién lwoc tai Viét Nam, nham nang cao
hiéu qua, minh bach, va gidm thiéu sai sét trong
xt ly hé so [1]. Gidy chirng nhan quyén s dung
dat hay con goi la “Sé d6” 1a tai lisu phap Iy
quan trong ghi nhan quyén s dung dat va tai
san gan lién, chra nhiéu trwdng théng tin phirc
tap nhw tén chl s& hiru, sé thira dat, dién tich,
dia chi, muc dich sr dung, va th&i han str dung.
V&i hang triéu s6 dd can xi ly, viéc trich xuéat
thong tin chinh xac va nhanh chéng l1a mét thach
thirc 1&n. Theo thdng ké tr Bé Tai nguyén va
Méi trwdng (2024), Viet Nam hién c6 hon 20
triéu s6 dd, vdi 60% trong sb do can sb hoa dé
tich hop vao hé théng quan ly dat dai qubc gia.

Cébng nghé Nhan dang ky tw quang hoc
(OCR) truyén théng da dwoc ap dung rong réi
dé tw dong hdéa qua trinh trich xuét thong tin tor
s6 dd. Tuy nhién, OCR gap nhiéu han ché, nhw
sw phu thudéc vao gan nhan thld céng, kho xt ly
chi¥ viét tay, va kha nang thich &rng thap véi cac
bién thé ctia s6 dé (vi du: s6 dd tlr cac thoi ky
khac nhau v&i bd cuc va font chir khac nhau).
Chi phi gan nhan thi céng chiém 70% téng thoi

gian trién khai OCR trong cac dy an sé hoa déat
dai tai Viét Nam.

Sw phat trién cia M6 hinh Ngén ngi-Thi
giac (VLM) mé& ra mét huéng tiép can méi.
VLM, dwoc huén luyén trén div liéu da phuong
thirc (hinh anh va van ban), cé6 khd nang hiéu
nglr canh va trich xuét théng tin théng minh dwa
trén cac cau l1énh ngbn ngl¥ ty nhién [2]. Mot
mé hinh VLM c6 thé trich xuét thong tin tir s6 d6
ma khong can gan nhan phtec tap, chi dwa trén
cac dinh nghia trwong thong tin don gian. Vi duy,
phan mém nhan dién chinh xac cac trudng nhw
tén chd s& hivu va dién tich tr hinh anh sé dd
chi v&i cau 1énh: "Trich xuét tén chi s& hiru va
dién tich."

Bai bao nay phan tich tiém ndng va thach
thirc clia VLM trong nhan dién théng tin sb d9,
dwa trén cac mo hinh da cé va cac nghién cru
lién quan. Chung tdi sé danh gia wu nhwoc diém
ctia VLM so véi OCR, trinh bay két qua thuc
nghiém ban dau, va dé& xuét dinh huwéng phat
trién nham ng dung hiéu qua cong nghé nay
trong quan ly dat dai théng minh tai Viét Nam.
2. BAI TOAN NHAN DIEN SO PO
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2.1.Quy trinh nhan dién sé dé truyén théng
vé&i OCR va han ché:
Quy trinh nhan dién sé dé truyén t|
bing OCR

Tién xtr ly anh
Lam sach va cai thién
anh dau vao

'

g N
Phan vung bd cuc
Xac dinh vi tri cac vang
chua van ban, bang
biéu, hinh anh
s l N
Gan nhan va cét vung
Th( cong gan nhan céc
truong thong tin, mat
nhiéu thoi gian

v
Nhan dang ky tu )
(OCR) Nguyé
Chuyén dgi hinh anh 10
thanh van han

Hinh 1- Quy trinh nhan dién sé dé bang OCR

Quy trinh OCR truyén théng bao gém céc
buwéc sau (hinh 1):

1. Tién x& ly anh: Cai thién chat lwgng anh
(khr nhiéu, tang dé twong phan, xoay thang). Vi
du, mét hinh anh sb dd bi nghiéng 10 d6 can
dwoc xoay thang d& OCR nhan dién chinh xac.

2. Phan vung bd cuc: Xac dinh cac vung
chtva van ban, bang biéu, hinh anh. Trén sb do,
cac vung nhuv "Tén chd s& hiru" va "Dién tich"
can dwoc khoanh vung riéng.

3. Gan nhan va cat vang: Xac dinh thd céng
vi tri cac trwdng thong tin (nhw tén chd s& hivy,
dién tich), mat 70% thdi gian trién khai. Vi du,
dé gan nhan 1.000 s6 d3, mét nhan vién can
500 gi¢ lam viéc (khoang 3 thang).

4. Nhan dang ky tw: St dung thuat toan OCR
(nhw Tesseract) d& chuy&n déi hinh anh thanh
van ban. Tesseract dat d6 chinh xac 95% trén
van ban in ré, nhwng chi 80% trén chir viét tay.

5. Hau xt ly: Stra 16i nhan dang va dinh dang
dir liéu. Vi du, néu OCR nhan dién "Nguyén Van
A" thanh "Nguyé Van A", can stra thi cong.

Han ché chinh ctia OCR bao gém mét sb dac
diém sau:

- Phu thuéc vao gan nhan thi céng, khong
linh hoat v&i cac bién thé ctia s6 dd (vi du: sb dé
tr ndm 1993 c6 bd cuc khac s dd 2020).

- Khé x ly chiy viét tay va ddu mo, voi ty 1é
16i 10-15%.

- Chi phi cao: M6t dw an sb hoa 1 triéu s6 dé
tai Viét Nam méat 500-700 ty VND, trong dé 60%
Ia chi phi gan nhan.

2.2. 'ng dung VLM dé nhan dién s6 dé

Chuén bi: S& dung mé hinh VLM tién huén
luyén (CLIP) va mét template dinh nghia cac
trwdng thong tin (tén, sé thira, dién tich, dia chi):

Vi du, mét template JSON c6 thé dinh nghia
Cac trwedng nhw:

json

{
"fields": [
{"name": "Tén chu s& hiru", "type": "text"},

{"name": "Sé thira d4t", "type": "number"},

{"name": "Dién tich", "type": "number"}
]
}

Quy trinh nhan dang sbé dé bang VLM bao
gdm céac bwéc sau (hinh 2):

1. Tién x& ly &nh: Ca&n chinh, lam nét, tang
dd twong phan, khir nhiéu (gibng nhw OCR
truyén thdng).

2. Trich xuét dac trwng khéng gian + ngén
ngl: M6 hinh VLM két hop ca hinh anh (b6 cuc
van ban, vi tri) va ngén ng (ndi dung van ban).
Khéng can gan nhan thd céng tirng trwong vi
mé hinh hoc ti ngtr canh va bd cuc.

3. Duy doan théng tin can trich xuét (IE -
Information Extraction): Dy doan truc tiép cac
trwdng nhw tén cha sé& hivu, sb to, sbé thira, dién
tich...Hoat dé6ng nhw mét hé théng Question-
Answering v&i van ban dwéi dang anh.

4. Hau x ly: Kiém tra logic ctia cac théng
tin vtra trich xuét (vi du: dién tich phai la con sbé
> 0), chuan hoéa tén dia danh, ngay thang...Cé
thé két hop voi tlr dién div liéu hanh chinh dé
chuan hoa céc thong tin.
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5. Pua ra két qua dinh dang chuan
JSON/Excel/SQL: Phuc vu cho tra ctru, lwu trir,
hoac tich hop vao hé théng dia chinh. Thoéng tin
c6 thé 1a dinh dang JSON nhu sau:

json

{"Tén cha s& hru™; "Nguyén Van A",
{"Sé thira dat": "123"),
{“Dién tich: 100m2}

}

Quy trinh nhan dang sé «
bang VLM

OAYCHUNG NItIEN

Trich xuat dac tr
khéng gian + ngér

Tién xur ly anh

%

Du doan théng tin
can trich xuat
(IE-Information Extraction)

=0 %

Hinh 2- Quy trinh nhan dang s6 dé biang VLM
Quy trinh nay gidm dang ké coéng strc gan

nhan, chi can dinh nghia trwdng théng tin mot

lan qua template.

3. KET QUA VA THAO LUAN

3.1. Thyc nghiém

Chung t6i tao bd mau gdm 50 sb dd va thi
nghiém v&i mot s& mé hinh tién tién co6 tra phi
nhw GPT-40, Claude 3.5, Gemini Flash 2.0 va
mot s& ma ngudn mé nhw Florence-2, LlaVA,
Idefics3-8B dé c6 dbi sanh. Két qua vé téc do
nhan dang cling nhw dd chinh xac cda cac mé
hinh dwoc trinh bay trong trong bang 1.

Két qua: cac VLM co tra phi dat dd chinh xac
trén 88% trong hau hét cac mau va céc truong

théng tin chinh, nhung gap 16i v&i chi viét tay
(ty 18 16i 20%). Vi du, VLM nhan dién dung
"Nguyén Van A" trong 45/50 mau, nhung nham
"300m?" thanh "500m?" trong 3 mau do &o giac.
Gemini ¢ xu hwéng sai nhiéu hon trén cac
truong sb (nhuw sé thira dat), voi ty 18 16i 25%.
Céac md hinh VLM m& nguén mé nhin chung c6
dd chinh xac va téc dd nhan dang thap hon han.
Can c6 c4c tinh chinh dé tang hiéu suét.

So sanh tdc d6 nhan dang va d6 chinh xac ¢

hinh VLM (50 miu sé do)
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Hinh 3- Téc d6 nhan dang va dé chinh xac
cac mé hinh VLM
3.2. Thao luan

VLM 14 céng cu manh mé dé nhan dang sbé
dd va hd tro quan ly dét dai. GPT-40 , Gemini
phu hop néu can hiéu suét cao nhwng chi phi
cao. LLaVA va Florence-2 13 lwa chon tét cho
nghién ctru vé&i chi phi thdp (hinh 3). Chuing ta
c6 thé gidam chi phi van hanh dang k& ma van
dam béo hiéu qua bang cach tap trung vao tinh
chinh mé hinh véi div liéu tiéng Viét, téi wu hoa
tinh toan[3][4].

Uu diém cla VLM:

- Gidm 70% thai gian gan nhan. Vi du, néu
OCR can 500 gi& d& gan nhan 1.000 sb dd,
VLM chi can 150 gio.

- Linh hoat v&i cac bién thé clta sb dd, dat
dd chinh xac 90% trén cac mau t&» ndam 1993-
2020.

- Hiéu nglr canh: Phan biét cac trwong
twong tw (vi dy: "dién tich dat" va "dién tich
nha").

Nhwoc diém cta VLM:
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- D6 chinh x&c thap hon OCR trén van ban
in rd (87% so v&i 95%) [14].

- Chi phi van hanh cao hon 30% so v@i
OCR. Vi du, xt ly 1 triéu s6 dé bang VLM tbn
13.000 USD, trong khi OCR chi tén 10.000 USD.

- Ri ro 30 giac: 5% trwong hop tréd vé
thong tin sai (vi du: s6 thiva dat sai).

Bang 1. . So sanh cac mo hinh VLM trong nhan dang sé dé

Téc do 12
Mo hinh | Ph@ndang | chinh oL hanh Kha ning tuy chinh
(giay/tai xac
liéu) (%)
Cao (API, yéu cau £ Lpa ~ A 2
GPT-40 2.51 948 |GPU  manh nhy | Han che (Khong ma nguon ma,
A100) inh chinh qua ton kém)
Cao (chi dung qua | Han ché (khéng ma nguén mé,
Claude 3.5 4.01 882 | o0 fir ol k)
] Thap (ma nguén m&, | Cao (ma ngudn mé&, dé tinh
Florence-2 3.56 851 | tridn khai cuc bd) chinh véi dir ligu 6 dd)
Thap (ma ngudn mé, | Cao (ma ngudn mé&, dé tinh
LLaVA 3.78 83.7 | {ri&n khai cuc bd) chinh v&i di lidu dsc tha)
- Thap (ma ngudn mo, | Cao (ma ngudn mé, linh hoat
Idefics3-8B 3.61 84.2 trién khai cuc bo) trong tinh chinh)
N Cao (chi dung qua | Han ché (khéng ma nguén mé&,
Gemini 2.78 90.7 API) tinh chinh qua céng cu Google)

4. KET LUAN VA KIEN NGHI

VLM mang lai tiém nang I&n trong nhan dién
théng tin sb dd, dac biét trong viéc gidm coéng
strc gan nhan va tang tinh linh hoat. Tuy nhién,
dd chinh xac, chi phi, va hién twong ao giac
khién VLM chwa thé thay thé hoan toan OCR.
Th&r nghiém cho thdy VLM dat hiéu qua ban
dau, nhwng can cai thién dé dap (ng yéu cau
phap ly cao ctia quan ly dat dai. Cu thé, VLM
phu hgp cho cac ng dung can tinh linh hoat
cao (nhw x& ly cac mau sd dd da dang), trong
khi OCR van 1a Iwa chon t6i wu cho cac tai liéu
chuén héa v&i yéu cau do chinh xac cao.

Mot sb dé xuat dé co thé ap dung VLM cb
hiéu qua:

1. Nghién ctru chuyén sau:- Tinh chinh VLM v&i
bd div liéu 10.000 sé dd Viét Nam, dat dd chinh
xac cao hon 95% . Nghién ctru cac kién trac
VLM nhe (lightweight models) dé& gidm chi phi
van hanh. Néu ngan sach han ché thi nén st
dung LLaVA hoac Florence-2 vi ching la ma
ngudén mé, co thé trién khai cuc bd, va chi phi
th4p hon. LLaVA 1a lwa chon tét nhat cho cac
dw an nghién ctvu do tinh linh hoat va cong déng
hd tro manh mé.

2. Giai phap lai : Két hop VLM (phan vung) va
OCR (nhan dang) dé téi wu hoa hiéu suét. Vi du,
VLM xac dinh vi tri "Tén chd s& hiru", sau do
OCR nhan dién van ban tai vi tri do.
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ABSTRACT

Land management in Vietnam requires high accuracy and efficiency in processing records,
especially with red books (Certificates of land use rights, house ownership rights and other assets
attached to land). Traditional Optical Character Recognition (OCR) technology has many limitations,
such as manual labeling costs and low flexibility. Visionl-Language Modeling (VLM) has emerged as
a new solution, promising to reduce labeling efforts and increase contextual understanding. This
paper explores the potential of VLM in recognizing red book information, compares its advantages
and disadvantages with OCR, and proposes development directions. Initial experimental results
show that VLM reduces labeling time by 70%, but the accuracy is only 88% compared to 95% of
OCR on fine print. Recommendations focus on model refinement, hybrid solution development, and
pilot implementation in Vietnam.

Keywords: Visual Language Modeling, VLM, Optical Character Recognition, OCR, Land
Registry, Land Management, Artificial Intelligence
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